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Chapter 17

CORRESPONDENCE ANALYSIS APPLIED TO
ENVIRONMENTAL DATA SETS

DONALD E. MYERS*®

University of Arizona, Tucson, AZ

Environmental data sets are nearly always multivariate and distributional
information is frequently lacking. There are at least two objectives in
analyzing such a data set; one, to reduce the number of variates by elimi-
nating the redundancies in the data set and two, identify and characterize
spatial clustering or patterns. The analysis is frequently complicated by
missing values, censored values or by truncation. Correspondence Analysis
is a multivariate technique that is frequently useful for both of the above
objectives. In its original form it was limited to categorical data but an
alternative derivation allows the use of continuous data. Although similar
to Principal Components Analysis it has some advantages for environmen-
tal data. The algebraic formulation is shown, diagnostics described and
applications to environmental data sets reviewed. Practical aspects such
as the availability of software are discussed.

Key Words: Multivariate analysis, principal factor, variation, error pro-
file, singular value decomposition

1. Introduction

The objectives in analyzing environmental data sets are many and varied as
are the methods and techniques that are used. There are features of such
data sets that are distinctive. They are nearly always multivariate and
while nearly all variates or analytes are of interest there are often reasons
for searching for a smaller number of variates that will still adequately
represent the information in the data set. Correspondence Analysis is a
particular form of multivariate analysis and is particularly useful for such
exploratory analysis. The most common developments of Correspondence
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Analysis assume that the data is categorical whereas most environmenta!
data sets represent continuous valued variates. A purely algebraic deriva
tion is reviewed and examples are given of the applicability of Correspoe-
dence Analysis to multivariate environmental data sets.

2. Environmental data sets

In order to describe both the objectives and the problems pertaining to tb-
analysis of multivariate environmental data sets certain notation will br
introduced. In general such data sets are presented as an array as folkm-

Z11, ... T1p

Tnly oo 1 Tmp

Ordinarily the columns correspond to analytes or variates, and the nms
(usually) correspond to sample locations or time points. The z,,)'s tbo=
are assumed to be real-valued. Because many organic as well as inorga: .
compounds are toxic at very low conceuntrations and because the anals:
cal techniques can not ascertain such low concentrations, some of the z ¢
may be what are called non-detects or non-quantified. That is, theer =
a concentration level such that the analytical technique is not adeges
to determine whether the analyte is present or absent but only that 13
concentration is below the detection limit. These are sometimes rejacir
with a value equal to the detection limit and sometimes are coded asa ¢
detect. Because most multivariate methods and Correspondence Apars
in particular requires that each z;; have a value, different schemes arv v
lized to cope with the non-detect values and one must be concerned witd tv
robustness of the analysis with respect to these schemes. In some ipstas- =
it may be adequate to replace all non-detects with zeros, in other L o=
half the non-detect value. If a risk analysis is the objective thea gt
be preferable to determine the most conservative replacement. Thew o
sequences are illustrated empirically in the application of Correspomsdre.»
Analysis to the Lake Chautauqua data, Avila and Myers (1991). Sos= &
alytical techniques not only have a detection limit but also a quantib-ais=
limit, that is, below this limit the technique will not reliably dfmwﬂ “"
concentration. Reported concentrations below the quantification bt “.
above the detection limit are thus not reliable but may significasth ol
the data analysis. If the probability distribution for a given anahw &=
known or assumed then intermediate values could be simulated .

Because many of the analytical techniques used for enviropmrsts s
ples are quite expensive, a particular sample may not be comphraet :
alyzed. That is, some of the z;;’s may be missing. Many meh"

i
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techniques can not incorporate missing values and it may be necessary to
delete one or more entire rows from the data array. While concentrations
are necessarily non-negative valued if a log transformation is utilized the
new data array may contain negative values. The initial normalization step
in Correspondence Analysis precludes the use of negative values. One way
of coping with negative values for a particular variate is to add a constant
to all values of that variate. This technique is illustrated in the application
of Correspondence Analysis to the Eastern Lake Survey data, Rhodes and
Myers (1991).

Analytical results are nearly always reported as averages, that is, a con-
centration per unit volume or area. The reported concentration averages
may or may not be on the same scale as the physical sample since it is com-
mon practice in the laboratory to either use aliquots or to be composited.
Unless concentrations in situ are assumed to be constant over the area or
volume represented by the sample, the use of composites or subsamples for
analysis can change the variability. Another way of interpreting this point
is that it corresponds to a change of units. Most multivariate techniques
do not incorporate this change in the sample support or a change of units,
empirical results are given for Correspondence Analysis in Rhodes and My-
ers (1991) as well as consideration of whether there may “natural” units
for the variates in a particular application.

If the correlation matrix is used in Principal Components Analysis then
the normalization step will have converted the data to dimensional free val-
ues although the normalization process is associated with the R mode, i.e.,
analysis of the columns. Correspondence Analysis incorporates a different
form of normalization but does not distinguish between the analysis of the
columns and the rows (variates and samples). Environmental data sets
often include a number of different types of variates, for example chemi-
cal and physical. Correspondence Analysis provides a natural way to treat
some of the variates as supplementary and hence allows separating the vari-
ates into at least two classes. This is illustrated in the application to the
Lake Chautauqua data.

3. Objectives

In some instances particularly in the case of environmental data, data is
collected or observations are made on multiple variates to compensate for
the lack of other information or knowledge. For example in many envi-
ronmental applications there are no applicable state equations. This may
be because of insufficient information with respect to the environment into
which the pollutants have been dispersed or concerning the mode or process
by which the pollutants have been dispersed. Multivariate data sets will in
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general be more complex and one objective may simply be data reductas
This may be coupled with the objective of identifying non-observeable v
ates. The data reduction or the non-observeable variates may aid i ur
identification or characterization of spatial patterns. Multivariate me
ods may be used in some instances to identify sources or to apportae 1
sources.

Multivariate methods such as Principal Components Analysis (PC A
Factor Analysis (FA) and Correspondence Analysis (CA) implicitly 1»-r
porate or quantify some form of row column association. This assonats s
can often be used to identify outliers or anomalous values, more grsr
ally they can be used to detect or characterize anomalous regions (A
multivariate data sets will include data on different kinds of variabir §:
example physical vs chemical. The multivariate analysis may be sw¥ s
characterize relationships between active and supplemental variabin F.
nally some forms of multivariate analysis may be more efficient in obtas -1
particular results than another. The results may be produced in ms;»-
or more useful forms.

Most of these objectives will be illustrated in the application of C<r~:
spondence Analysis to three environmental data sets.

4. The method

Consider an n x p array, X, of nonnegative data values such that s>
row and column has at least one non-zero entry. In Principal Com pmes:
Analysis the data set is visualized as n points in RP or p pmnts m ¥
The usual standardization is easily interpreted and the eigenvecton be~
a geometric interpretation. The distance between points is gives b tv
Euclidean norm. While the geometric interpretation for rows and asus.
is still valid for Correspondence Analysis a different metric is werc b
X is replaced by F where

zi; — fi; = zi; /L
n p
L=Y"

=1
The analysis is principally concerned with the row and coloms prée-
which are given by

falfixre- o Finl fir

Zi;5.
1

and

Jiil faivee s Jnil f4i
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where
P
fie =) _fiss i=1...,p (5)
Jj=1
and
n
fei=d_ fii i=1,...,n (6)
=1

In the case of frequency data the profiles have a natural interpretation
in terms of probabilities and there is a connection between the metric and
the chi-square test statistic for independence on a contingency table. For
environmental data an purely algebraic formulation is preferable. The ob-
jective is to find a form of a singular value decomposition of the normalized
data matrix F = [fi;] of the following form:

p-1
Fii = for Fri (U4 3 (n) bu). (™
k=1

When the summation is from k =1 to K, K < p— 1, then an approx-
imation of F is obtained, Fi, in a certain least squares sense. Such a
decomposition occurs in other contexts, in particular consider the case of
a function defined on R?, Lancaster (1958) has shown that such functions
are representable in terms of the eigenfunctions of certain operators. The
uniqueness of the eigenvalues and the eigenvectors is assured by a theorem
in F. Avila and D. Myers (1991) which in turn is based on the Eckart-Young
decomposition theorem. In comparison with the representation given by
Principal Components Analysis, this representation is symmetric with re-
spect to rows and columns. Moreover both the R and Q modes are obtained
at the same time. In this algebraic form it is not necessary to limit the anal-
ysis to categorical data, however in that case there are close connections
with the chi-square test statistics used in testing for independence.

THEOREM 1. Let F be an n X p (assume n > p) matriz with non-negative
entries fi; such that 3501, 37, fij = 1. Let Dp and D, be diagonal
matrices with diagonal entries f.; and fi; respectively. Let 1, be a vector
in R™ with all the coordinates equal to one. Then, there exist (p—1) triplets
('\lv¢lawl)v'-'v(’\P—l,¢p—ls¢p—l): where A1 2> A? 2 e 2 Ap-—l 2 0:

Ol....,@p-1 are vectors in R, and ¥1,...,¥p-1 are vectors in Ry, such
that:

(i) For every k,1=1,...,p—1
¥a Dty = by (8)
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and
¢ Dot = bii. (s
(ii) For everyk=1,...,p—1
FD;'FTy = M\cDnti 0

and
FTD;'F¢y = A\ Dyox o
-1
TY((F - Fx)D;'(F - Fk)™D;']= Y A a2
k=K+1

The ¢’s and the v¥'s are called factors and sometimes standardized saen
multiplying the factors by the square roots of the A} s we get the coordiza:~
which can be plotted in the usual cartesian system.

The factors are unit vectors (in the norms induced by the matnes [,
and D, and can be obtained from an eigenvalue-eigenvector problee .
is seen that only one set of factors need be obtained, since the otbe: »
can be computed from transition formulas. There are only p- 1 nanter
factors since one factor, corresponding to an eigenvalue equal to a -
one (depending on the matrix used to extract them), is discarded twva:»
it represents the induced “correlation” due to the closure of the data T»-
optimality of the nontrivial factors is expressed in iv) of the theorrs T
case K = p — 1 gives the reconstruction formula (1). When K <p - -
factors are kept, we can estimate the error of the approximation wbrs t¥
model F is used, by looking at the matrix norm of the difference F - /14

p-1
T[(F - Fx)D; Y (F - Fx)™D;' )= Y A
k=K+1

P
.

5. Diagnostics

Having generated the eigenvalues and factors an approximation 1 ol Lauw
for each choice of . While the matrix norm leads to the ~perorst
ation” explained in terms of the eigenvalues of the factors retaped 70
useful to have additional diagnostics to aid in choosing K and w »l &
interpreting the factors and the representation. The percent vanaiss ©
plained is a global measure but it is also useful to quantify bow e+t w
variables and samples are reconstructed by a given number of fartanr &>
to be able to easily identify the principal components of a fartor = ™™
of the variables and in terms of the samples.

an
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i) The cumulative percentage of variation is given by

(Z Ak) /(Z Ak) (1)

k=1

which is a global measure of fit when K factors are retained; each giving
the contribution of a particular factor. This is related to the Frobenius
norm of F — Fi.

ii) Forevery k=1,...,p—1

p—1
Rck(j) = (’\k¢§k)/ (Z )\l¢§1) i J=L...,p (2)
=1
and
RC*(i) = (Ae¥} )/(Z MU F=1,....p. 3)

These are called the relative contributions, or squared correlations, of
factor k with column j or row i. They provide a measure of the row or
column variation explained by a particular factor. They also characterize
the contribution of a factor to the representation of a variable or factor.

iii) For every k= 1,...,p—-1

AC*(j) = f1;0%: i=1,....p (4)
and
ACk()) = fiud%; i=1,...,n. (5)

These are called the absolute contributions of column j or row 7 to factor
k. They help in understanding the composition of a particular factor, and
are quoted as percentages.

6. Supplementary variates

These can be either rows or columns. A given supplementary row
(fa1, fs2,..., fsp) can be projected onto the kth principal axis, with its
projection (coordinate) being equal to

Vi = 3 (faibki)/ (fas)- 1)

i=1
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Analogously, for a supplementary column (f1,, f2,, ..., fn,)7 its projectas
onto the kth principal axis is

14
S =D (fubu)/(f4s)- i3

Jj=1
7. Example 1

Chautauqua is a narrow 24 kilometer long lake in northwestern New Yori
It was sprayed with sodium arsenite as a herbicide from 1955 to 19t}
Ninety-eight sediment grab samples collected in 1972 along transits ma¥
at half-mile intervals. These were analyzed for europium, sodium, ®a
ganese, potassium, bromine, arsenic, gallium, lanthanum, hafnium, cesc=
terbium, scandium, iron, tantalum and antimony. In addition percentas
of sand, silt ,clay and organic matter, depth of water were recorded for es 3
sample. This data set was initially analyzed and reported by Hopke et &
(1976), the primary method used was Principal Components Analyns a!
Factor Analysis followed by Varimax rotation. As reported in Avila s
Myers (1991) these results are obtained somewhat more easily by the we
of Correspondence Analysis, the chemical variables and the physical v~
ables can be separated by making the latter supplementary. In partrvs
no rotation is necessary.

Five sample locations were identified as anomalous. One sample wa by}
in sodium but with nominal values for all other variables. Three sam;u
had very high manganese values, two of these came from the deepest ja~
of the lake where there are iron-manganese nodules. Two of the anoeai ws
samples came from the sandy northern part of the lake. A new data »
was generated by making these five samples supplementary. In the ong-.»
data the second factor was primarily manganese whereas in the redw=
data set manganese is identified with the third factor. In both casrs thr=
factors explain more than 99% of the variation. This data st provsd« ¢
particularly good example of the use of supplemental variables. Whrs tb
physical variables were made supplementary they were still well repressss
by the factors generated by the chemical variables and vice versa

8. Example 2

The Eastern Lake Survey-Phase I was conducted in order to cvaluate p>
sible effects on surface waters in the Eastern United States doe & "’;
deposition. After the exclusion of lakes with a surface arca of e s

ha and lakes that were close to urban areas or other possible close s
of air pollution, a probability sample of lakes was selected and samjs oo
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taken from each of these lakes. The acidity of the lakes and the consequent
impact on marine life was of principal interest. There are two versions
of the data set, one of which has fewer variables and does not include a
number of peripheral variables. This smaller version of the data set was
analyzed by Rhodes and Myers (1991). Nineteen of 26 variables were used
in the analysis. The data set for the Northeastern region is further par-
titioned into five subregions. Correspondence Analysis was used for three
objectives. The primary objective was to reduce the number of analytes in
order to make subsequent analyses easier and the results easier to interpret.
A second objective was to identify outlying or atypical samples (lakes) and
analytes. Finally Correspondence Analysis was used to assist in portraying
the data geometrically. Seven factors were required to explain at least 96%
of the variation.

Ordinarily acidity is characterized by the pH but in lakewater chemistry
a second variable ANC (Acid Neutralizing Capacity) is often more useful.
The Correspondence Analysis clearly brought out the value of ANC vs
pH. ANC is a computed value and does depend on pH but in general pH
was found not to be useful. Outliers or atypical samples and analytes
were found by selectively choosing subsets of samples or analytes to be
treated as supplementary variables. Because some variables had been log
transformed negative values occurred in the data set. The robustness of the
technique with respect to the addition of a positive constant to all values of
a particular analyte is demonstrated. The changes resulting from this shift
in the values of the one variable were largely predictable by considering
the relative change in the coefficient of variation. In general the larger the
coefficient of variation the greater the contribution of a variable (or sample)
to the factors which explain the largest part of the variation.

The importance of the coefficient of variation was seen in another way.
In general the units used in reporting the various concentrations are dif-
ferent and hence it was important to ask whether the choice of the units
produced a representation that was an artifact of the units. While the
units used are those that are considered to be chemically appropriate the
change in units results in multiplying the concentrations by a factor. When
the factor is larger than one the coefficient of variation will increase and
hence the variable is more important in determining the principal factors.
Conversely if the factor is less than one the coefficient of variation will de-
crease. Although some changes in the compositions of the factors occurred
the groupings of the variables and samples were essentially unchanged.

Two additional characteristics of the data set were analyzed. A variable
or sample was considered "superfluous” if when deleted from the data set
the composition of the factors remained essentially the same. A variable
or sample was considered unresolved, i.e., not well represented by a small
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number of factors if the sum of the relative contributions remained b
than 50% for that number of factors retained. In all three alkalinity clamn
(of lakes) three variables were superfluous; pH, DIC and DOC (Disi
Inorganic and Organic Carbon). One variable was unresolved in all tksw
classes, namely NH,. This is a particularly useful property of the e
tive contribution statistic, the identification of variables or samples tts
are strongly identified only with those factors that correspond to sea
eigenvalues.

9. Example 3

In atmospheric chemistry one of the major problems is to differrsin
between sources and source regions for trace substances. Whereas ta
R-mode results from Correspondence Analysis provide information a's .
the analytes, the Q-mode results provide information about the sar;.+
e.g., the sample locations in terms of their chemical signature. Dut.« .
al. (1988) considered air pollution data collected in the Lorraine rg: .
of France near the Moselle river. The analyses included concentrats»
for fifteen analytes and also information on size fractions. Correspus-ds
Analysis was used to determine the composition of the emission mw: «
and the mean chemical profile of each source.

10. Practical aspects

As indicated above CA is either similar to or coincident with a seu’e
of multivariate methods, these include Dual Scaling. Reciprocal Aves
ing, Homogenity Analysis, Canonical Scoring, Canonical Corrclatse Ass
ysis, Log-Linear Modeling and of course, Principal Components az: be

Analysis. Most of these techniques emphasize exploratory analyw & «
posed to model development. While not particularly computer iptesus A:
the computations, these methods are most useful if combined with proerts
graphics packages and provide for interactive application.

CA has attracted a lot more interest in the last ten years tnnyt o
appearance of two important books; LeBart et al. (1984) and Grves™
(1984) both of which reflect the work of Benzecri. The first of thew 1o ¢
an English version of one which appeared in French nearly ten yean \gulledd

As is true of nearly all statistical software, increases in compati®§ l"':
has made algorithms such as CA more accessible. David et & ar
published a program for CA but it was clearly intended for a Dlﬂ-*"f'
or at least a minicomputer. In 1988 BMDP added CA as an opts® ';. :
mainframe version and SAS followed with such an option as i
recently Hoffman (1991) provided a review of four CA programs o

-

copan w
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for use on a PC with DOS, these programs carry a price of $120 to $495.
With the exception of David et al. (1979) all these programs emphasize
the analysis of categorical data. The analyses reported in Avila and Myers
(1991), Rhodes and Myers (1991) were all obtained using a PC version.
A version of this program that uses the GEO-EAS file format and screen
management style is available from the author. The inclusion of various
utilities for displaying the results is very important and greatly aids in the
interpretation of the results.

Notice. Although the research described in this article has been funded
wholly or in part by the U.S. Environmental Protection Agency through a
Cooperative Research Agreement with the University of Arizona, it has not
been subjected to Agency review and therefore does not reflect the views
of the Agency and no official endorsement should be inferred.
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